Generalizing active gap-filling

Motivation: Gap-filling as ambiguity resolution

The search space for filler-gap dependencies

What do the relevant parts of the parser’s search space for (5) and (6) look like?

Tim Hunter, MiloS Stanojevi¢ and Edward P. Stabler

Active gap-filling in our MG parser

Active Gap-Filling can be cashed out as “try connect " before other options”.
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